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ABSTRACT -Due to its ease of application, Fuji prescale 
pressure-sensitive film is currently one of the more popular 
methods, within the biomechanics community, for assessing 
contact areas and pressures within articulating jOints-in 
addition to its use in industry. This material produces a stain 
on the application of pressure due to the rupture of micro­
scopic bubbles releasing a liquid which, in turn, causes 
patches of color to be formed; a greater pressure produces 
a darker stain. These stains are often converted into digital 
images and manipulated to produce false-color pressure­
maps, an approach which is beyond the simple methods of 
analysis suggested by the manufacturer. Due to the gran­
ular nature of Fuji film stains, the two user-defined variables 
which will determine the accuracy of any pressure-map are: 
(a) the size of the sample-area used to capture data from 
the original stain during the digitization process and (b) the 
number of pressure-intervals identified on each map; the 
chosen values should match the spatial and pressure res­
olutions of the film. Despite the importance of these factors, 
the literature presents a bewildering array of values, partic­
ularly for the number of pressure-intervals, with no valida­
tion of those chosen; consequently, little guidance is pro­
vided for other potential users of Fuji film. This paper 
discusses the relationship between sample-area and pres­
sure-interval and introduces a method for examining their 
effect on the resulting pressure-maps. The results obtained 
using 'Super Low' grade Fuji film suggest that the authors 
of some previously reported methods may have been over­
ambitious in their choice of sample-area and pressure-in­
tervals. Finally, a series of suggested values of sample-area 
size and pressure-intervals are provided. 

Introduction 
A knowledge of the contact areas and pressures which 

are produced between the bearing surfaces of any animal 
joint will give an indication of the function of that joint. 
Consequently, there has been much interest in the devel­
opment of methods for recording these properties, with a 
view to assessing the biomechanics of the normal, patho­
logical or prosthetic joint. Contact areas can be recorded 
using simple ink-impression1.2 or joint-castingl-3 tech­
niques; however, the problem of recording interface pres­
sures within a joint has required more sophisticated ap­
proaches. One solution to this problem has been to develop 
custom-made discrete pressure transducers which are 
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embedded in, or under, one of the articulating surfaces4,5 
and give an electrical response with pressure. These trans­
ducers have the advantage of producing real-time data which 
can be easily interpreted; however, they only provide data 
from discrete positions on the articulating surface and may 
miss areas of high pressure or high pressure-gradients. In 
addition, such devices may require careful preparation of 
the joint for transducer implantation, including disruption 
to one of the articular surfaces. 4.5 

Another approach to recording interface pressures has 
been to use a pressure-sensitive film which produces a vis­
ible response (in the form of a stain or imprint) on its sur­
face with the application of pressure. Such films can be 
applied directly into the joint without the preparations re­
quired for implanted transducers and provide a full-field 
assessment of interface pressures; consequently, they may 
also be used to indicate contact areas. The main disadvan­
tage with these materials is that a single section of film can 
be used in an interface once only, to produce a single stain 
under static loading conditions. The film material may re­
quire some form of protection against fluid damage when 
used in-vitro and, since such materials are usually in the 
form of a flat sheet, they will tend to 'crinkle' when placed 
within interfaces containing complex three-dimensional ge­
ometries. A number of custom-made films have been de­
scribed in the literature;6-8 however, the most popular me­
dium is Fuji prescale pressure-sensitive fUm (Fuji Photo Film 
Co., Ltd., Tokyo, Japan), due to its commercial availabil­
ity, ease of use and the range of pressures which can be 
detected. While originally intended for use in industry, Fuji 
film has been used extensively to examine pressures in the 
hip,9 knee,IO-12 ankIe,12,13 elbow2 and wristl4.15 joints in vi­
tro, in addition to prosthetic joints. 1,16 Sealing of this ma­
terial to prevent fluid damage in vitro has been de­
scribed,5,9.1O,13,15,17-24 while the problem of crinkling has been 
addressed by either cutting the film in a planar-projection 
of the joint-space9,25 or by numerically manipulating digital 
images of the film's output. 26 

Fuji film is currently supplied in five grades (ultra-super­
low, super-low, low, medium and high) which together al­
low pressures between 0.2 and 130 MPa to be recorded. 
With the exception of high-grade film, this material con­
sists of two sheets (the A- and C-films), both having an 
active layer on one of their surfaces; on the high-grade film, 
these layers are currently over-laid on a single sheet. The 
film produces a pressure-dependent response by utilizing a 
layer of microscopic bubbles (approximately 2-25 ILm in 
diameter) on the A-film25 which burst on the application of 
pressure. The clear liquid subsequently released from the 



burst bubbles passes onto the active layer of the C-film, 
and reacts to produce a pink stain. Below the lower pres­
sure-threshold for each film-grade, no stain is produced; 
above the upper pressure-threshold, the stain becomes sat­
urated. 

In addition to pressure, the film's response is affected 
by load-rate, ambient temperature and relative humidity. 
Therefore, the manufacturer supplies two calibration charts 
for each film-grade, allowing for two load-rates. The color 
of any test stain is compared to a series of eight color sam­
ples, either visually or using the optional densitometer (ar­
tic1e# FPD 301), which allows 2-mm-diameter sample-areas 
to be assessed. The color samples correspond to density 
values on the y axis of the calibration chart; pressure is read 
off the x axis via one of four calibration curves which allow 
compensation for ambient temperature and humidity con­
ditions. The use of the densitometer and calibration charts 
has been described previously.s however, this approach 
contains a number of apparent limitations which restrict its 
use. Firstly, the spatial resolution is limited to a 2-mm­
diameter, which is the detection area for the densitometer; 
the pressure resolution is similarly limited, since only eight 
color samples are provided. Calibration curves are only 
provided for the application of 'momentary pressure' (pres­
sure applied for five seconds and maintained for an addi­
tional five seconds) or 'continuous pressure' (pressure raised 
'gradually' for two minutes and then maintained for an ad­
ditional two minutes), thereby limiting any test procedures 
to these loading regimes, which may not be convenient for 
any particular test. Finally, although the original stain gives 
a full-field recording of interface pressures, use of the den­
sitometer makes the production of accurate pressure-maps 
difficult and time-consuming. 

These limitations have led to the development of digital 
techniques for the calibration of Fuji film and the presen­
tation of full-field pressure data. 1,13,14,17,19-22,24,25 The film is 
calibrated using a series of stains produced at known pres­
sures across the working range of the film-grade being used. 
These stains are then digitized using either a video 
camera1,20,24,25 or scanning device;17,19,22 the subsequent op-
tical-density versus applied-pressure data are used to pro­
duce a polynomial expression relating these two factors. 
Consequently, any stains taken from an interface of interest 
can be converted into full-field pressure-maps by applying 
the calibration expression to all points on that stain. 

Digital methods have the potential for analyzing the out­
put from Fuji film using smaller sample-areas and pressure­
increments (i.e., with increased spatial and pressure reso­
lutions) than with the manufacturer's suggested method. 
Improved spatial and pressure resolutions would benefit the 
analysis of stains taken from small areas or those containing 
notable pressure-gradients; however, there has been no 
published consensus as to the valid pressure and spatial in­
crements to be used in conjunction with digital analysis of 
Fuji film. Quoted pressure resolutions range from four15 to 
twenty25 increments across the valid film range. Hehne et 
al. 20 quoted a spatial resolution of 0.5 mm, which is con­
sistent with our qualitative observations. 25 Surprisingly, while 
the techniques presented in the literature have the potential 
for producing accurate quantitative pressure data, a quan­
titative validation of spatial and pressure resolution to sup­
port the quoted values has not been presented. 

In our previously described method for calibrating Fuji 
film,1.25 standard 25.4-mm-diameter calibration stains are 
obtained for twelve pressures across the working range of 
the film-grade being calibrated; these stains are produced 
using a finely ground punch and base-plate assembly. Each 
stain represents the film's response to an evenly distributed 
pressure; however such stains have been observed to be 
granular in appearance, consisting of discrete patches of 
color, due to the distribution of the bubbles on the A-film. 22 
These color patches are of varied size and color intensity 
over a single stain and, at pressures towards the lower 
threshold of the film, they may not have a sufficient dis­
tribution to provide full coverage of the film substrate. 
Consequently, each value of applied pressure is represented 
by a range, rather than one discrete value, of optical den­
sity. 

Fuji film stains are converted into digital images via a 
CCD video camera and a personal computer (PC) running 
ImagePro Plus image-processing software (Media Cyber­
netics, Silver Spring, MD 20910, USA). On these digital 
images, optical densities are represented by pixels exhib­
iting a range of values between 0 (representing 'black') and 
255 (representing 'white'); due to the properties of the CCD 
camera and the imaging board within the PC, the scale of 
these images is such that 10 mm is represented by 100 pix­
els on the x axis and by 125 pixels on the y axis. A 289-
mm2 box within the boundaries of any given calibration 
stain is designated as the 'area of interest' (AOI). Using 
the AOI-analysis facility of ImagePro Plus, the values of 
the individual pixels within this area have been observed 
to produce a frequency histogram which, typically, ap­
proximates a normal distribution. Therefore, pixel-value data 
can be used to provide a mean and standard deviation for 
each calibration stain; the mean values can then be used to 
produce a fifth-order calibration curve,25 thereby providing 
a relationship between pixel-value and pressure. A fifth­
order polynomial regression through the data was chosen 
since the subsequent equations were qualitatively observed 
to produce the best possible fit. 

Objective 

The objective of this work was to use the existing dig­
itization equipment, in conjunction with additional custom­
written software, to produce a detailed quantitative assess­
ment of the spatial and pressure resolutions of Fuji film. 
The subsequent data would provide a hitherto unavailable 
guide to practical values for these factors, which would be 
of use in both industrial and biomechanical settings. 

Theory 

Our normal method for analyzing stains taken from a test 
interface has been to scan the resulting stain image pixel­
by_pixel,I,25 which represents the highest possible spatial 
resolution for a digital image and is consistent with pre­
viously reported methods;1O,14,17.19,22,24,26 the pressure at each 
pixel is calculated from the previously determined calibra­
tion curve and the pixel replaced with a grey-scale value 
or color corresponding to a predetermined (arbitrary) pres­
sure-interval within which the calculated pressure lies. In 
this way a full-field pressure-map can be produced using a 
limited number of easily-identifiable shades or colors. This 
approach, however, may be inappropriate due to the gran­
ular nature of the film's stain response. 
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The distribution of pixel-values across a stain image which 
has been taken from an area of even pressure, P, (eg. a 
calibration stain) can be represented by a mean pixel-value, 
M, and the associated upper and lower boundaries Bu and 
BL , respectively. If the boundaries are given by the mean 
plus or minus twice the standard deviation, then (due to the 
observed normal distribution of data) the resultant range of 
values will represent 95 percent of the data, thereby ex­
cluding extraneous outlying values. Figure l(a) shows a 
graphical representation of a section from a typical fifth­
order polynomial calibration curve, to which the stain-im­
age data corresponds. Using this curve, the mean, M, will 
return a pressure value P', close to P; the correlation of P' 
to P will depend on the correlation coefficient of the fifth­
order polynomial regression to the calibration data. The 
boundaries, Bu and BL , will return pressure values PL and 
Pu, respectively. From this analysis, it can be seen that a 
significant number of the pixels on the stain will return ap­
parent pressure values across a range, R, between PL and 
Pu; this phenomenon will affect the determination of pres­
sure resolution as follows. 

In Fig. l(b), AI" and AI2 represent similar, adjacent, 
arbitrary pressure-intervals which are used to assign the in-
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Fig. 1-The translation from pixel value to pressure data. 
(a) The range of values from a single stain. (b) The rela­
tionship between pressure range and pressure interval 
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dividual pressure-values calculated from the calibration re­
lationship into discrete bands of pressure, as described above. 
If a stain, taken under even loading conditions, returns a 
mean pressure of PI with range R" such that Rl is com­
pletely enclosed by All' then a significant number of the 
pixels within the stain will be subsequently replaced by a 
value corresponding to All' Since PI lies within AI" this 
represents a correct interpretation of the data from the stain. 
If a second stain returns a mean pressure value of P2 with 
range R 2 , such that P 2 is close to the border between All 
and AI2 , then a number of the pixels within this stain will 
be incorrectly replaced by a value corresponding to AI2 • 

From this observation, an error interval, EI, can be de­
fined such that any stains returning mean pressure values 
which fall within EI will have associated pressure ranges 
which cross the boundary between All and AI2. This con­
dition will apply at the borders between all pressure-inter­
vals across the total range of the film. Therefore, to reduce 
errors when calculating pressures from within an interface 
which displays an uneven pressure distribution, EI should 
be small with respect to the arbitrary pressure-interval. This 
requirement can be achieved by increasing the size of the 
pressure-intervals or by reducing the spread of pixel-values 
about the mean for any stain-area taken at a constant pres­
sure. 

In practice, this approach could easily lead to pressure­
intervals which represent a significant proportion of the 
overall pressure range for the film and hence greatly limit 
the pressure resolution. A practical compromise is first to 
define the pressure range using the mean pixel-value plus­
and-minus one standard deviation; although this approach 
only represents 67 percent of the data points; this is the 
generally accepted limit for statistical analysis. Similarly, 
the valid pressure intervals can be defined as being equal 
to the pressure range associated with a stain for a pressure 
at the midpoint of any given interval. Here, the error as­
sociated with pressure ranges which straddle pressure in­
tervals is regarded as acceptable, since the majority of the 
range will lie within the correct interval. A pressure con­
sistent with a boundary between intervals will produce a 
stain in which the calculated pressure range will fall ap­
proximately equally between intervals; this phenomenon will 
have the effect of 'blurring' the transition between intervals 
on a full-field pressure map. Using this method, the number 
of pressure intervals will be directly related to the range, 
R, of pixel-values associated with a stain taken at a constant 
pressure; a decrease in the value of R will result in an in­
crease in the number of pressure intervals. 

Since the techniques outlined above are affected by the 
range of pixel-values produced by a single pressure, it is 
appropriate to examine the relationship between this factor 
and sample-area size. In Fig. 2(a), boxes I, 2 and 3 rep­
resent sample areas, each consisting of one pixel, as de­
scribed above. Boxes 4 and 5 represent the boundaries of 
larger sample areas containing a number of pixels (in this 
example each area is 4 pixels x 4 pixels square). To trans­
form the original stain image shown in Fig. 2(a) into one 
consisting of larger (single-pixel-value) sample areas, the 
mean value for pixels within the boundaries of each of these 
areas is first calculated; each pixel on the original stain im­
age is then rewritten to the mean value of the sample area 
within which it lies. This process results in an image such 
as that shown in Fig. 2(b). Since each sample area origi-
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Fig. 2-The relationship between sample-area size and 
mean pixel value. (a) 1 x 1 pixel sample areas. (b) 4 x 
4 pixel sample areas 

nally contained a range of pixel values, the subsequent mean 
values used fO rewrite these areas will constitute a smaller 
range of data about the overall mean value for the slain; 
thus. the error interval wilt be reduced and the pressure 
resolution increased. at the cost of reduced spatial resolu­
tion. 

From the previous discussion , it can be secn that spatial 
and pressure resol Ul ioll are inversely related . 

Materials and Methods 

Thirty-six 30-mm-square pieces of both A - and C- film 
were CUI from a sheet o f superlow Fuji film (this fi lm has 
a range of 0.5 to 2.5 MPa). Using this material. standard 
25.4-mm-d iamclcr calibrat ion stains2.l were produced at 12 
pressures between 0 .26 and 2 .97 MPa; these pressure 
boundaries allowed an extension relative to the film 's valid 
range in order to produce an accurate fifth -order curve-fit 
with in that range .25 An MTS 858 Bionix universal testing 

maehinc (MTS Systems Corporation. Eden Prairie, MN 
55344-2290, USA) was used to appl y loads 10 the film; the 
loading procedure was controlled by an MTS 410.8 fune· 
tion-generator to produce a one-minute linear ramp up to 
maxi mum load (:to . I li ncarity) , o ne-minute hold at max ­
imum load (± I N, i.c ., ± 2 kPa appl ied pressure), followed 
by a one-minute linear ramp down to an initial preload of 
10 N . Immcdiately following the product ion of these stains. 
groups of six ' test ' calibration stains were produced at each 
of four nominal pressures (0 .5, 1.0 , 1,77 and 2 .5 MPa), 
using the same loading protocol as before . Followi ng a 'de­
velopment period' o f 50 hours, 25 each stain was digit ized 
as described above. The images o f the 12 standard cali­
bration stains provided data which were used to produce a 
fi fth -order relat ionship between applied pressure and mean 
pixel-value using SigmaPI()( soft ware (Jandel Scientifi c. Corte 
Madera, CA 94925, USA) . 

ImagePro Plus has the facility to use 'script-fi les' to con­
duct a sequence of com mands automatically; these file s 
consist of ASCII (American Standard Code for Infonnation 
Interchange) text and are normally produced by recordi ng 
the desired sequence of evcnts as they are conducted by the 
operator. Due to the large number (up to 36 , 100) of com­
mands requ ired by our protocol for Fuji film analysis, a 
computer program was custom-written in the 'C' program­
ming language to generate the necessary script-files. Fuji 
film images were subsequently anal yzed as follows. 

A 190-pixel-square area was dcfined within the stain , 
consistent with the AO I used in the calibration procedure .25 

An AOI corresponding to each of the sample-areas shown 
in Table I was advanced across the 190-pixel-square area 
in I-pixel increments along both the x and y axes, such 
that the AOI was placed at every possible position within 
the larger area. It should be noted that the height of each 
AOI represents the closest approx imation to the associated 
width (the ideal AOI being square), given the limitat ion of 
the d igi tization procedure and a 125 percent venical aspect­
ratio . At each position , the AOI was analyzed to produce 
a mean pixel value, which for cl arity will be referred to as 
thc 'sample pixel value.' This procedure was repeated for 
all sizes of AOI shown in Table I . For each stain , a sep­
arate custom-wrillen computer program was used to cal­
culate the mean and standard deviation of the individual 
sample pixel values for each size of AO I. 

At each nominal pressure, the mean values for each stain 
wcre used to calculate both an overall mean , Mo, and the 
coeffi cient of variation (COV); the latter was used to assess 
stain repeatability . Since all the sample pixel values for all 
six stains represent data from the same popu lation, the stan­
dard-deviation data from each stain wcre combined (using 
the method of 'pooled variancc 'v) to give an overall stan-

TABLE I - SAMPLE AREAS USED TO ANALYZE FUJI 
FILM STAINS 

Width Height Width Height 
(pixels) (pixels) (mm) (mm) 

20 25 2 2 
10 12 1 0.96 
5 6 0 .5 0.48 
2 2 0.2 0.16 
1 1 0.1 0.08 
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TABLE 2-RESULTS OF FUJI FILM ANALYSIS 

PN SA COV PM Rp1 Rp2 

(MPa) (mm X mm) Mo (percent) Sp (MPa) (MPa) (MPa) 

0.5 0.1 x 0.1 170.8 1.1 4.2 0.5 0.33 0.79 
0.5 0.2 x 0.2 170.8 1.1 3.9 0.5 0.34 0.73 
0.5 0.5 x 0.5 170.8 1.1 3.0 0.5 0.25 0.55 
0.5 1.0 x 1.0 170.8 1.1 2.4 0.5 0.21 0.43 
0.5 2.0 x 2.0 170.9 1.1 1.9 0.5 0.17 0.34 
1.0 0.1 x 0.1 155.5 1.0 6.2 1.1 0.42 0.89 
1.0 0.2 x 0.2 155.6 1.0 5.9 1.1 0.4 0.84 
1.0 0.5 x 0.5 155.6 1.0 4.4 1.1 0.3 0.62 
1.0 1.0 x 1.0 155.6 1.0 3.4 1.1 0.23 0.48 
1.0 2.0 x 2.0 155.7 1.0 2.6 1.1 0.17 0.36 
1.77 0.1 x 0.1 133.0 2.3 9.1 1.8 0.58 1.18 
1.77 0.2 x 0.2 133.2 2.1 8.7 1.8 0.55 1.13 
1.77 0.5 x 0.5 133.2 2.1 7.1 1.8 0.45 0.92 
1.77 1.0 x 1.0 133.2 2.1 6.0 1.8 0.39 0.78 
1.77 2.0 x 2.0 133.1 2.2 5.2 1.8 0.34 0.67 
2.5 0.1 x 0.1 108.2 2.4 7.6 2.5 0.73 1.8 
2.5 0.2 x 0.2 108.1 2.5 7.1 2.5 0.68 1.7 
2.5 0.5 x 0.5 108.1 2.5 5.3 2.5 0.49 1.1 
2.5 1.0 x 1.0 108.1 2.4 4.0 2.5 0.36 0.78 
2.5 2.0 x 2.0 108.0 2.4 3.0 2.5 0.27 0.57 

TABLE 3-SUGGESTED PRESSURE INTERVALS FOR 'SUPER LOW' FUJI FILM 

SA Int. 1 Int. 2 Int. 3 Int. 4 Int. 5 Int. 6 Int. 7 Int. 8 
(mm x mm) (MPa) (MPa) (MPa) (MPa) (MPa) (MPa) (MPa) (MPa) 

2 x 2 0.5-0.7 0.7-0.9 0.9-1.1 1.1-1.3 1.3-1.6 1.6-1.9 1.9-2.2 2.2-2.5 
1 x 0.96 0.5-0.7 0.7-0.9 0.9-1.15 1.15-1.4 1.4-1.8 1.8-2.2 2.2-2.5 

0.5 x 0.48 0.5-0.75 0.75-1.0 1.0-1.3 1.3-1.65 1.65-2.0 2.0-2.5 
0.2 x 0.16 0.5-0.8 0.8-1.2 1.2-1.8 1.8-2.5 
0.1 x 0.08 0.5-0.8 0.8-1.2 1.2-1.8 1.8-2.5 

dard deviation of the population, Sp, for each sample size. 
The values of Mo and Sp for each nominal pressure and 
sample size were transferred to SigmaPlot and used to cal­
culate mean pressure and range values from the previously 
determined calibration relationship. 

Results 

Table 2 shows the overall mean pixel value (MoL the 
coefficient of variation of the individual means (COY), the 
overall standard deviation for the population (Sp), the 'mean' 
pressure (PM) calculated from Mo and the pressure ranges 
calculated from both Mo ± Sp (Rpl ) and Mo ± 2Sp(Rd for 
each sample-area size (SA) and nominal pressure (PN ). 

Discussion 

The results from this experiment show that sample area 
size has a minimal effect «2 percent) on the overall mean 
pixel value, Mo, obtained from any group of stains, as would 
be expected; in addition, the COY's of the individual mean 
pixel values within any group indicate a high degree of re­
peatability. As predicted, the overall standard deviation, Sp, 
for a population of six stains decreased with increasing 
sample-area size. Translating these data into pressure ranges, 
it is obvious that those calculated on the basis of Mo ± 2Sp 
are unduly large for practical use. The pressure ranges based 
on Mo ± Sp can be used to produce the suggested practical 
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pressure intervals shown in Table 3; these intervals are based 
directly on the calculated pressure ranges, rather than al­
lowing an error interval, EI, as discussed above, which would 
be impractical. It is interesting to note that the calculated 
pressure ranges, Rpl , and hence the suggested pressure in­
tervals, increase with increasing interface pressure, as op­
posed to being uniform, as is normally assumed. This phe­
nomenon is thought to be due to the accumulation of stains 
from all the bubbles on the A-film which will rupture at all 
pressures up to that being applied; since bubbles of differ­
ent sizes will rupture at different pressures, a higher pres­
sure will cause bubbles across a larger size range to burst, 
producing an overall stain consisting of patches exhibiting 
a greater number of stain densities (which will be related 
to the amount of dye in each bubble, and hence bubble 
size). 

Figure 3 shows a typical calibration stain, taken at a 
nominal pressure of 1 MPa, which has been rendered as a 
series of false-color pressure-maps using (from Figs. 3(a)­
(e), respectively) sample areas of 0.1 x 0.08, 0.2 x 0.16, 
0.5 x 0.48, 1 x 0.96 and 2 x 2 mm and their correspond­
ing suggested pressure intervals, as given in Table 3; it should 
be noted that the additional 'white' and 'black' pressure 
intervals represent areas below the lower pressure-threshold 
and above the upper pressure-threshold of the film, re­
spectively. These pressure-maps illustrate a number of trends 
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Fig. 3-Typical pressure maps from a l-MPa calibration stain, rendered with different sample-area sizes (8...) and number 
of pressure intervals (N). (a) SA = 0.1 x 0.08 mm, N = 4. (b) S,. = 0.2 x 0.16 mm, N = 4. (e) SA = 0.5 x 0.48 mm, 
N = 6. (d) SA = 1 x 0.96, N = 7. (e) SA = 2 x 2 mm, N = 8 
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Fig. 4-Typical pressure map from a l-MPa calibration 
stain, using eight pressure intervals for a 0.1-mm x 0.08-
mm sample area (Le., twice the recommended number of 
intervals) 

which are generally observed: it can be seen that increasing 
the sample-area size results in decreased spatial definition; 
indeed, Fig. 3(e) (2 X 2 mm sample-area size) presents a 
somewhat abstract representation of the original circular stain. 
Another noticeable effect of increasing the sample-area size 
is that erroneous data are produced at any sharp interfaces 
between optical densities; this phenomenon can be seen at 
the stain edges. The compromise of using Mo ± Sp to define 
the pressure intervals for any size of sample area produces 
a series of pressure-maps which indicate a spread of pres­
sure values; with the exception of Fig. 3(c), the pressure 
interval corresponding to the applied pressure (I MPa) cov­
ers the greatest area of each map. Due to the reduced num­
ber of pressure intervals used to produce maps for the smaller 
sample areas, the indicated pressures lie across most of the 
valid range of the film. Increasing the number of pressure 
intervals will reduce this effect; however, it has been ob­
served that some outlying data will still produce stray pres­
sure values, while the overall result will be a less distinct, 
and somewhat confusing, distribution of pressures, with the 
desired pressure interval being less prominent. This phe­
nomenon is illustrated in Fig. 4, which was produced using 
single-pixel sample-areas (0.1 x 0.08 mm) and the eight 
pressure ranges of Fig. 3(e). 

Figure 3(c) illustrates the case when the nominal pres­
sure lies on the boundary of two pressure intervals; this 
situation results in a spread of indicated pressure values such 
that the majority of the map indicates one or other of these 
two intervals. 

Conclusions 

It can be seen from the preceding discussion that digi­
tizing the stain output from Fuji pressure-sensitive film and 
rendering the subsequent data as false-color pressure-maps 
involves a number of compromises which serve to reduce 
the overall accuracy of the technique; filtering techniques 
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may alleviate some of the problems inherent with this tech­
nique and will be discussed in a future paper. Conse­
quently, it is clear that the authors of some previously re­
ported techniques which used both small sample areas and 
greater than four pressure intervals may have been over­
ambitious in their selection of these factors. 17.24.25 Similarly, 
the use of large sample areas should be avoided due to the 
loss of spatial information. Qualitatively , a reasonable 
compromise for super low Fuji film would appear to use 
sampleareas in the order of 0.5 x 0.5 mm or 1 x 1 mm 
with the pressure-intervals suggested in Table 3 above. 

As discussed above, Fuji film response has been shown 
to be dependent on the ambient temperature and humidity 
at which stains are ohtained. us The stains used for these 
preliminary experiments were obtained at a mean (±SD) 
temperature of 25.4 ± 0 .20 C and a mean (±SD) relative 
humidity of 45.3 ± 2.6 percent, which are typical ambient 
conditions for our laboratory. Further analyses are required 
to assess the effect of ambient conditions on pressure and 
spatial resolution; analyses are also required for the other 
film-grades (ultra-super-Iow, low, medium and high), al ­
though similar characteristics would be expected due to the 
similar physical characteristics of each film-grade. 
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